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LIatalyst
Executive Summary

Thisdocumentis the first of a series of three deliverablesletailing the activities of CATALY S Rrried out

towards achievinginformation technologyrelatedl oad bal ancing optimizati on
level. Building upon thetechnological and researchoutcomes of the FP7 projects GEYSER and DOLFIN,
CATALYStargets at upscaling andfurther maturingt he dat a cent r es 6cind, emteringat i o1
appropriate foradoption by the relevant market players (data centres and Utilities, mainly).

Under such a market perspective, trust among data centres is not taken for granted but shoukther,
emerge as a result of safe and secure design of the technical solution of CATALYS&.consideration of
federated data centres of different administrative domains furthestrengthens the needfor a design that
will guarantee thatthe load data shaed among data centresare untamperable.

Considering the above, the CATALYST architecture includes a component tailored for building trust among
data centres trust being achiexed under an untrustel-by-default environment. e CATALYSVirtual
Container Gaerator componentbuilds upon thetechnology of (consortium, permissionable) blockchains to
ensure that data stored inside are visible to all memberand cannot be tampered with, whatsoever.
Information related to the lifetime of theloads of the data cente federation as well asdata related to the
achieved service level agreementsiay be securely storedand consideredas indisputable, helping in trust
building across the data centre federationAdopting a distributed architecture, the virtual container
generator allows for tagging the lifetime of the loads exchanged among data centres, no matter the cloud
management platformof choice of the data centresfacilitating the accounting procedures that data centre
load offloading incurs across data centres dfifferent administrative domains.

In the rest of the document, the main consideratits that call for the functionality offered by the virtual
container generator are analysed, followed by a detailed presentation of the design of the component
Technical specifications, installation requirements and deployment guidelines are also provided.
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LIatalyst
1 Introduction

One of the core objectives of CATALYST idum existing and new data centres (DCs) into flexible muilti
energy hubs, able to sustain investmesntin RES and energy efficiency by offering mutualized flexibility
services to the smart energy gridsThed al ways avail abled business model
by end-u s e sesvite mobility requirementsis only rarely compatible with flexillity in their energy
consumption. At the same time, the energy consumption of DCxa@nstantlyrising as a result of therapidly
increasing demand forcloud-based servicesprovisioning.

CATALY Savangelizes that federated information technology (IT9ad orchestrationmight be a key answer
to this emerging problem;by combininggeographical workload balancingogether with traceablelTHoad
migration beween federated DCs, the latter would be able tmatch IT demands with timevarying onsite
renewable energy sources (RES3o that energy efficiency is achievedespecting the DCs core business
models planning and service level agreeemts (SLA).

The traceability requirement at the level cd coordinatedDC f eder ati on is the mair
Virtua Container Generator (VC&omponent presented in this deliverable. Powered bya consortium
Ethereum Blockchain (ETH BC), thEATALYSVCGaims at exploiting the ETH BC nerepudiation
characteristics so that IT loadelocations may be achieved in a trusted an indisputable manner.

In the following sections, the core notions of VCG, its operational characteristics as well asptscification
are presented.

1.1 Intended Audience

The VCG components target primarilyoperator§DCOspand ownerswilling toparticipate in DC federations
that are actively embracing inteDCIT loadmigration, regardless of the motivation under such a stregy;
energy efficiency is not the target 0¥ CG. Considering that VCG caters for traceabitfylT loadelements
across federations of DCghis appears to be natively in line with the technological nature of the component.
However, VCG could also be &d in singleDC scenarios to ensure trusted, indisputable SLA monitoriag
customer level.

Based on the above discussion, the intended audience of this document is mosiW Operators and
associatedengineers that would like to either use the VCG for olC optimization, or to integrate their DC
in the CATALYST federation of DCs.

1.2 Relationto other activities

Due to its nature, brokering information amongarious DCs in a semilecentralized but fully free of trusted
p a r tmarmner,dhe VCG natively integrates with the Federated DC Migration Controller (DCMC) on one hand
and the CATALYST Marketplace (particularly the IT Load flavour ohithe other.

Regarding the interaction with the DCMC, the VCG architecture and interfacdect the design and
specification of the DCMC (particularly the relevant local DC clients) since monitoring the DC state by means
of interacting with theunderlyingcloud managemaet platform is outside of the scope of VC@n other words,

the DCMC should cater for DC monitoring and the VCG components should render the monitoring outcomes
persistent and indisputable.
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Similarly, VCGndirectly interacts with the IT load flavour ofhe CATALYST Marketplace since IT load
migrationsshould be largely coordinated by an overlying marketpladeven mechanism.

Last, VCG will be validated against results from the CATALYST pilots and their feedback will be used to adapt
and improve it further particularly at the level of functional integration with the rest of the CATALYST
components.

1.3 Document overview

Concluding the introductory section, this paragraph presents the overall document structure hereafter.
Section2 offers an overview of the motivation thaleads to the emergence othe need for an indisputable,
trusted persistence layer forlT load tracking, particularly in scenariogonsidering mobilityof IT load
resources under a federated cloud settinthat lacks bothcentral coordination andcommon administrative
entities. Section3 outlines the basic design ad functional principles governing the operation of VCG, as a
solution that enables the needed layer alata storagetrust. Section4 thoroughly documents the data model
governing the information flows of the VCG accompanied by the APIs that implement its core I&gicther,

in Sectionb, installationrequirements and guidelines are provided together with best practicesith respect

to deployment architectures. Section 6 concludes the document.
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2 CATALYST IT load migration strategy

Thaugh mobility is present in many aspects of our everyday life includifigas well (particularly with the
advent of cloud computing and recently smart phones and wearables), mobility at the level of service
provisioning has received less attention. With thbig technology giants (e.g. Google, Facebook, Apple,
Amazon etc) monopolizing the interest of the public, the emergence of lo€Csas significant service
providers at local or regional level has skipped the attention of both authorities and standardiaatbodies.

With the emergence of edge computing and 5G, however, the role of the local DCs in service provisioning is
expected to becomeincreasingly significant, simultaneously giving rise to their associated energy
consumption. At the same time, locakenergy generation from photovoltaic panels or geothermal sources
becomes more and more appealing for DC Operators, with even big players gradually trying to turn their DCs
into using only green energy (e.¢l]). The abundancyf local energy generation is, however, not granted at

all situationsand the increasing energy consumptionf DCs causes problems to Smart Grid operators since
they are actively turning into big energy prosumers with limited flexibility as shaping their energy
consumption curve.

CATALY Shuilds on the outcomes of the FP7 GEYSHR and DOLFIN3] Smart City/Energy Efficiency DCs
projectsand evangelizes a¥ollow the energy approachto:

1. Utilize and trade the wasted DC heat to lower the overall systdéewel energy distribution footprint,
reduce DC energy costs and even create a new DC income source over longer times;

2. Assess resiliency of energy supply and flexibility, against adversenelic events or abnormal
demand, trading off DC assets energy generation/consumption against local/distributed RES, energy
storage and efficiency;

3. Exploit migration of traceable IGbad between federated DCs, matching the IT load demands with
time-varying onsite RES availability (including Utility/nobltility owned legacy assets), delivering
energy flexibility services to the surrounding energy (power and heat) grids ecosystems.

In simple words, thedfollow the energy strategy allows DCgo exchange ITloadt among them, depending

on i) the smart grid balancing neds, ii) the availability of local energy eneration, ii) the demand forextra

heat (e.g. for district or offices heating or for keeping equipment warm). In all cases, the ultimate goal of
CATALYST thorough the ofollow the energyo6 strateg
CATALY Sfederation of DCsIndeed, ty means ofthe opportunity torelocate IT load from a particular DC to
another, theDCs will be able to increase their flexibility and energy efficienmghout disrupting their present
business models, while simultaneouslgaining significant added value (e.g. fromxtra heat absorptionfrom
capital flows via the acc oamieida@mpliange with turrent Smarr Gridd Cs 6
directives and demand response scheme®tc.).

Tablel, below, tabulates the CATALYST functional requirements that are satisfied by the VCG component
functionalitesunder t he oOf operbpective.t he ener gyo

1in the CATALYST cont&fenStackirtual machines (VMg)L] and Docker containeff2] are meant.
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ReqlD ' Description Priority Derived from

REQ_F28 | The system must be able to automatically derive th| High Scenario 3, 5, 6, 7, S1.11,
SLA state of a given VC. S1.12
REQ_F36 | The system must be able to optimally schedule the | High Scenario 3, 5, 6, 7, use cases
loadinadi stri buted DC cont ¢ S3.14
the energydé approach
REQ_F45 | The system must be able to register new DCs in if High Scenario 3, 5, 6, 7, use case
global instance contexd S3.1
REQ_F46 | The system must be able to register VCs and handl| High Scenario 3, 5, 6, 7, use case
their details S3.1
REQ_F47 | The system must be able to register VC migratid High Scenario 3, 5, 6, 7, use case
intents S3.1
REQ_F48 | The system must be able to register V@igration | High Scenario 3, 5, 6, 7, S3.1, S3.4
confirmations
REQ_F49 | The system must be able to provide historical data ov¢ High Scenario 3,5, 6,7
the lifecycle of a VC
REQ_F51 | The system should provide a graphical way f( Medium Scenario 3,5, 6,7
overviewing V@etails and lifecycle history
Tablel 6 CATALYST requirements relevant to the VCG compoiféht
Further details on the activiti egsy 6ofa pQA ToAaLchS Twirlell

the upcoming deliverables D3.25] and D3.3 [6]. In the next paragraphs, the two waythat CATALYST
considers asoptimizing the IT load allocatiorin a DC federation, namely intr®C and intefDC IT load
relocation are pesented. It should, however, noted thathough VCG could be usetb supportintra-DCIT

load migrations (particularly for SLA monitoring), the intBXC case is a better match to itsause.

2.1 Intra DC Migration

Intra-DC migration refers to moving loadround computing servers that fall under the administrative domain

of a single DC (be it singler multi-cloud).IT load migration under such a perspeett is common for reasons

of maintenance, load balancing, housekeeping at DC level but also for IT load consolidation (e.g. as project
DOLFIN did). IT load consolidation has been shownhave significant merits when it comes to pursuing

energy efficiency ad load flexibility at single DC domaing], [8]. Intra-DC migration is usually employeit

cases where a trusted federated DCs environment is not available and in caseseve there exist DC
segmerts powered by different power sources (e.gpowered bybrown energy, energy from photovoltaic

panels, energy fromgeothermal sources etc).

Though Docker does not natively support container migration (one has to delete a container from a
computational environment and instantiate it in another), OpenStack supports two types of migration,
namely live and block migrationtheir core difference being that the former incurs minor to no service
downtime whereas the latteimplying several second/minutes downtime. Figurel provides an overview of

the operations heldduring a live migration of an OpenStack VM

2This component is considered to be distributed, partly running in a centralized manner and partly residing as a cli€DAIRWAbEST
compliant DCs.

CATALYSD3.1.POPSNVP3VL.1
VC Generation & Migration

The

CATALYST
Horizon 2020 research and innovation programme under gra
agreement No 768739.

project

has recei v

14

-

C



LIatalyst
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Figurel 8 OpenStack livemigration control flow[9].

Despite its definite merits and benefits (being setfontained being the most notable ong)intra-DC
migrations provide a limited level of flexibility to thDCOs since the loadoes not disappear; it may just be
moved to another server in the same DC.

2.2 Inter DC Migration

In contrast tointra-DC IT load migration where the IT load and the respective energy consumptioas not
relocate, the interDC migrationaims at moving IT loadd§rom a DC to another DC located at different
geographical location effectively moving energy consumption from one place to anothefccording to the
CATALYST vision, intBIC relocationw i | | be employed to effectively
approach; even in cases of DCs with limited or no availability of local RE&r-DC migration wilunlock the
possibility to move thé excess IT load to other, federated DCs. It is worth noting that under the CATALYST

31n this sense, IT load relocation could be implicitly seenegative energy dissipation migration in the space domain.
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approach, the existence of a DC federation does not im@yfederation of administrative domains; each DC
should be able to be seltontained at least at the level of D@dministration.

As happens with the intreDC case, Docker does not allow for int&C migration. On the other handt the
time of writing this reportIT load relocationbetween 2 DCsin the OpenStack case mapnly be achieved
under two scenarios:

1. The twoDCs fall under the same administrative domain but belong to different OpenStack c§lig]
and their location may be completely different. In this case, live and block VM migration can be
performed as if the two OpenStack institions were one.

2. The two DG fall under completely different administrative domains. In this case, the only way to
transfer the IT load from one DC to the othés to stop thelT load (VM instances)ake snapshots of
the IT load, export it, transfer ito the target DC, import the snapshots and instantiate them again.

Both approaches have significant flaws by definition; in the first case, the requirement for distinct
administrative domains is violated whereas the second one implies significant serviaaohtime.In any case,
even if this service downtime falls under theespectiveacceptable allowance ager the contractual service
level agreement (SLASigned between the DC and the endser, the problem of trusted load traceability
arises; upon snapshotre-instantiation, the resulting VM get assigned withuniversal identifiess (UUID)Yhat
are, in general, different that the one of the initial VM. It is, therefore, necessary to link the original identity
of the VM6 to the later ones. In the common case that the VBIwould have to be agairrelocated to their
initial host DC, they would, again, be assigned with different UUIDs.

CATALYST introduces thetion of the VCG in order tachieve definite traceability of the exchanged IT loads,
trust being delivered based on a trustlesby-default scenario. By logging all VM lifetime events into a
consortiumETHBC establishedby the members of the (CATALY$®XQ federation, it is made possible tvack

the mobility of IT loads in an indisputable manner. More details on the architecture and operation of the VCG
components areprovided in sections3 and 4, whereas informationrelated to the way CATALYST aims at
achieving effective IT load migration among different administrative dams will be provided ir{6].

2.2.1Therole of thelT load marketplace

To finalize the puzzle of inteDCmigration, the only thing missing is the way that DG¥ecide which DCs are
able to accommodate the IT loads that thewould wish to relocateFor this reasonCATALYST envisages the
emergence of an IT load marketplacéhat would allow DCs to participate anghublish on one hand their
availability for hosting IT loads from other DCs and, on the other, their intention obelting IT load from
their premises. Indeed, it is expectethat prior to engaging the VCG and the DCs into activatiugd logging
the inter-DC migrationprocedures, aformal collaborationagreement should have been reachetietween
the two DCs. After such a collaboration agreed, has been achieved, the CATALYST {D&rmigration
framework should be able to operate as expected.
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3 Design of the wtualc 0 n t a genesationdmponent

3.1 Architecture of the VCG componesit

ETH BC
Explorer

VCG API Servel VCG Client

VCG
External VCG
Requests g| RESTHU Client

API WS

———————

Figure2 & Architecture of the VCG.

The VCG has been designed as a distributed component, composed séwprer instance (the VCG API Server)
and multiple client instances residing in the DCs (the VCG clien®&)though both the server and the client
instances of the VCGhare privatecacheoriented databases, all information related to events relevant to
the lifetime of virtual loads is registered in an underlyingthereumBlockchain (ETH BC) networkigure 2
presents a graphical overview adhe VCG highevel architecture, discussed in the following paragraphs.

3.1.1 Ethereum blockchain network

This is thebasic architectural entity of the VCG, granting the latter with the desirenmutability and nor
repudiation characteristics necessary for achievingndisputable traceability across the whole CATALYST IT
load migration operations.In essence, the CATALYST ETH BC network should be conceived as a
permissionable, consortium BC, in which cryptocurrenéither) bears noactual financial meaning and is

only used as an enabler for DC$o perform transactions without caring about gas expenditure (s¢&1] for
details and discussion about the core concepts of Ethereumo this end, it isutterly important that upon

the initial setup of the ETH BCGa BC boot node should be granted with a practically unlimited amount of
Ether (with respect to the current prtotype implementation, this amount of Ether has been set fw 11 ) so
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that it can be later distributed to the ETH BC membershe latter should be thought of as the various DCs
that compose the CATALYST DC federation. In other words, each DC should runaéwei ETH BQnining
node and get granted with a very large amount of EtHer

The CATALYST ETH BC is responsiblstofing information related toi) the registration of DCs in the
CATALYST federatipii) the VCtags of registered virtual loads (VCs aftehe attribution of VC tags) and iii)
the lifetime events of VCs in all DCs of the CATALYST federation. The informstiimimg capabilities of the
VCGBC infrastructure are enabled througta set of ETH distributed applications (DAPPs, effectively ETH
smart contracts). More information on these DAPPs and how they enable information storage is provided in
paragraph3.2.

Regarding the ETH BC setup, CATALYST considers that a consortium, permissionable ETH BC is mostly
tailored to the needs of theDC federation scope; each DC should maintain theiwvao mining node so that

they are responsible forsigning their own transactiors. As per the consensus protocol used, there can
definitely be a tradeoff between security (from a trust perspective) and energy consumption; if Proof of
Authority (PoA) is usethstead of the classical Proof of Wor{@oW)or Proof of StakgPoS) significant energy
savings may be achieved(the interested reader may refer to[12], [13] and [14]). Indeed, under a
permissionable ETH BC setuponsideration and granted that enogh cybersecurity measures have been
taken to ensureDC infrastructuresand communications securityPoA could be used without significambss

of trust levels. However, if the cormtium ETH BC setup is nadopted, then either PoW or PoS should be
employe at the cost of increased energy consumption.

3.1.2VCG API Server

The VCG API Server is the main entry point of the Vigteracting with the outside world and enabling easy
integration of the CATALYST ETH ®Bith the rest of the CATALYST components. It is responsible for the
registration of DCs into the CATALYST federation (hence the ETH BC), also acting as a gateway for issuing
requests towards the VCG clientainning in the CATALYST DCs.

From an architecturd perspective, the VCG API Server is responsitie f

A overhearing the ETH BC for registered events of interest;

A offering information(based on registered eventsp other CATALYST componerfesg. the Federated
DC Migration Controller)

A receiving informaton from other CATALYST components (e.g. the DC Migration Controller cliants)
forwarding them to the VCG DC clients

Regarding its own architecture, the VCG API serisecomposed offour basic elements:
A the RESTful ARillowing other components and safices to interact with it;

/A the ETH BC Events Handler which connects to tB&H BC and overhears for new events

A the DB Cache which is atateful DB storing the eventsn atemporary DB;

4 Since the CATALYST ETH BC is considered as a private BC, this Ether do not have any actual monetary value andiéedtaly unre
the currency rates of the public Ethereum cryptocurrency.
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A an ETH BC node so that it can perform atomic transactions (pertainingetentslogging) to the ETH

BC;

Wi t h

respect

t o

above components of the VCG

refers to ETH Event§l5]. Further details on the operation of the VCG API server are provided in paragraph

3.2.

3.1.3VCG Client

The VCG client is a simple VCG API Server client that communicates with the later by meang/ebSocket
(WS) interface served by the client and invoked by the VCG API serlrethis course, the VCG client is waiting
for requests from the VCG API server in order to proceed with registration of the relevant lifetime events

in the ETH BC. Based on the above discussion, the VCG client comprises two main components as follows:

A The VCG WS API server serving requests from the VCG API Server;
A An ETH BC node so that the DC can register events for its own purposes.

Further details on the operation of the VCG client are provided in paragréB.

3.1.4ETH BC Explorer
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177519

Block hash
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Q, SEARCH

Sealer # of TXs
0
0
0
0
0
0
0
0
0

0

Contract

(c) Overview of the latest emitted Smart events.
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New Contract Blockchain Information

) atest block Number
Monitor a blockchain smart contract events

(d) Overview of the CATALYST ETH(@&@erimentation deploymend see
paragraph5.3)

(b) Registration of a new Smart
Contract to monitor for events.

Figure3 & Overview of the user interfacef the ETH BC explorer.

The ETH BC explorer is an auxiliary component of the VCG architecture that allows to registered users to
explore the ETH BC status and events emittethe ETH BC Explorer allows for:

A Overviewing thanined ETH Blocks of the CATALYST ETH BC;
Overviewing the relevant transactions of these blocks;

A

A Providing details on the ETH BC infrastructure (such as the chain ID, the last block or the consensus
algorithm used);

A

Defining and monitoring relevant ETH B&vents by providing theETH smart contract application
binary interface (ABI) and selecting the events that should be monitored.

Further details on the operation of the ETH BC explorer are provided in the next paragraph.

3.1.5Integration with other CATALYST cpanents

Since the entry pointfoent ering the realm of operation of VCG
Figure2 and in order to avoid information duplication, the analysis of the VCG operation starts with the
integration with the rest of CATALYST components, particularly the (Federated) DCMC andgpeatéve DC
clients; The VCG client only interacts with the VCG API server and the latter organically interacts with the
(Federated) DCM@Gnd the respective DC clients. Indicatively for an OpenStack case, the DCMC client
service, is connected to the respdtve OpenStack controller messaging system (usually RabbitMQ) and
overhears for notifications that pertain to the compute (OpenStack nova) and networking (OpenStack
Neutron) services. Specifically, relevant nova notifications include data related to instarcreation, deletion,
suspension, shutoff and live migration. Accordingly, neutron notifications are placed actions such as floating
IP association and deassociation (the latter could imply an availability change for a VC, since with no floating
IP, it 5 entirely possible that networking access to the VC is impossible; the VC is unavailable to the end
user).

As an indicative process flow, when a VM is created and gets assigned a floating IP, the DCMC client registers
the VM to the ETH BC by sending reiag to the VCG API server a request following the data model presented
in Table3. When the VM status changes (e.g. due to a reboot operation), the VCG is accordirugifred, as
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does when the instance is in migration proces§&igure4 summarizes the operation of the DCMC DC client.
Further details will be provided in the upcominB3.3.

Cloud
Management f
Platform Messaging Bus
1 1

Event

DC client ] [ State DB ] VCG API Server]

|
Process Event
|
Update DB _ |
return J
[E-m-mmmmm oo -

|
Register event

Event

'
'
return

Figure4 & Simplified interactions diagram of the DC Migration Client.

3.2 Operation of the VCG componesit

As already briefly mentionedin paragraph3.1.1, the persistence operations of the VCGare lying on the
operation of the underlyingeTH BGwhich, in turn,lies on the execution of a set of DAPRailored for the
CATALYST use casedt is actually these CATALYST DAPPs that enable the storage of information in the
blockchain; whenever a relevant piece of information needs to be registered in the BC, it gets written in the

log of a transaction candidate to entering the BC and when this trarg@an makes it into a block, the
information is permanently stored in the BC distributed ledger. The CATALYST DAPPs monitor the BC blocks
and when they detect information related to the events tabulated ifable2 and the identity properties of

the involved DCs are as expected (e.g. the involved DCs are already registered in the CATALYST BC) a relevant
event is emitted. In turn, the BC Events Handler operating withirettl CG API Server, is able to overhear for
emitted ETH BC events and handle them (e.g. forward them to be persisted in the VCG API Server DB Cache).

Event Name Description

DatacenterRegistered Emitted when a new DC enters the CATALYST federation of DCs
ContainerRegistered Emitted when a new virtual load gets registered into the ETH BC so the
may get a VC tag

ContainerAvailabilityChange( Emitted when the availability of a VC changes (as a result of handling a
lifecycle event)

ContainerMigrationPending | Emitted when a new migratiorof a VC is agreed between two federate
parties (assuming that an agreement at the IT load marketplace h:
already been reached)

ContainerMigrated Emitted when a migration of a VC has been completed

Table2 0 Events supported by the DAPPs of the CATALYST ETH BC.

Figure5 visualizes thecontrol flow of the operations required to persist the information from the DCMC DC
clients to the VCG API Server, the local DC \liénts and, finally, the ETH BC supportif@ATALYST.
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Figure5 & Sequence diagram of the VCG operation.

As a first step towards operang the VCG as a whole, the DCO should register their DC into the ETH BC
CATALYST DAP®Psough the VCGaccordingto the following steps:

1. To do so, they shoulghost a relevant request to the VCG API Server, containing the name of the DC
as well as its ETHBC wallet address.

2. The VCG API Server forwards this request to theal VCG DC client to pform the transaction;

3. The DC gets registered into the CATALYST DAPPs scope.

When a virtual load (e.g. VM or Docker container) is created in a CATALYST fededfedhe local DCMC
client contacts the VCG API Server in orderihitiate the procedure of acquiring a VC tag. The procedure is
as follows:

1. The local DCMC cliemntotifies the VCG API Server of the new virtual load;

2. The VCG API server checks the validdf the message data format and the validity of the DC

registration in the CATALYST DC federation.

The VCG API Serveommunicates with the local DC VCG client and informs it of the event;

4. The local VCG DC client publishes a transaction to the ETH BC tstega container;the CATALYST
DAPPs generate &C tagaccording toListing 1, add the newly created VC details in tHeAPP registry
and emits a ContainerRegistered everds briefly presented inTable 2 and signature showed in
Listing 2; this eventstructure is actually thedata that enters the transaction log and gets registered
into the ETH BCA relevant transaction hash is provided to W CG API Server as a response.

5. This transaction hash is returnedo the local DCMC DC client as a response.

w

function registerContainer(
string vcType,
bool available,
uint8 vecpu,
uint8 vram,
uint8 vdisk,
string id,

5We assume that the DC has already contacted the CATALYST ETH BC administrator so that access to it is granted expkcitly sinc
CATALYST ETH BC is considered to be a consortium one. Under this perspective, the DCO of each DC should be abdadioregiste
the ETH BC with a valid public key (address).
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string ipAddress,
string controller,
uint created
) public onlyDatacenter {
/I Generate vcTag
bytes32 vcTag = keccak256(vcType, id, msg.sender, created);

Flavor memory flavor = Flavor( {
VCpU: vcpu,
vram: vram,
vdisk: vdisk

h;

Information memory info = Information({
id: id,

ipAddress: ipAddress,
host: msg.sender,
controller: controller

b

// Add the container
containers[vcTag] = Container({
vcTag: vcTag,
vcType: vcType,
flavor: flavor,
info: info,
owner: msg.sender,
created: created,
available: available,
updated: now

h;

emit ContainerRegistered(vcTag, created, msg.sender);

Listing1 0 VC registration in the ETH BC context.

event ContainerRegistered(bytes32 vcTag, uint timestamp, address owner);

Listing 2 8 Signature of the ContainerRegistered event.

The processing of the rest of the VM lifecycle events follows theaet same data andcontrol flow (albeit
against different DAPP functionsemitting different DAPP events andefinitely skipping the part of the VC
Tag creation so details are skipped

The CATALYST project has receiv
Horizon 2020 research and innovation programme under gra
agreement No 768739.

CATALYSD3.1.POPSNVP3VL.1
VC Generation & Migration

23



LIatalyst

(a) View of the ETH BC events monitored by the VCC (b) Details of a ContainerRegistered everats decoded
by the VCG.

Transaction Information

(c) Details of the Transaction holding the event of (b) (d) Details of the block containing the trasnsaction of
with the transaction data encoded in Hex. (©).

Figure6 & Instances of the VCG ETH BC Explorer.

At all times, it ispossible to verify the operations that involve transactions with tHeTH BC via the User
Interface of the ETH BC Explorer ashigure6.
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4 Implementation of the virtualc o n t a genesatols &

4.1 Application programming interface description

In the following paragraphs, the APl used and exposed by the various VCG subcomponents is presented.
First, the datamodels governing the data exchange among the various subcomponents is given, followed by
the WS and RESTful interfaces catalysing this data exchange.

4.1.1VCG Data Model

Next the data model exposed by the various VCG services including the RESTful, WS andBBETahes is
tabulated. Note that all datetime representations are in 1ISO8601 format under the UTC time zone, unless
otherwiseexplicitlystated.

Property Type Description

available Boolean Indicates the availability of the IT load accompanied by the VC

controller String The IP address of the node controlling the cloud management platform ha
the IT load. Should be in URL format, e.g. http://192.168.1.2)

created Datetime | The time on which the VC was created

host String The wallet public key dhe host DC in the CATALYST ETH BC

id String The current unique identifier of the IT load (can be either an OpenStack
or a Docker Container id)

ip_address | String The IP address of the IT load. Should be in URL formalhtgn.@/192.168.1.2)

vC_type String The type of VC (can be either openstack:vm, or docker:container)

vcpu Integer The number of virtual CPUs of the IT load

vdisk Integer The virtual HDD used by the IT load in GB

vram Integer The virtual RAM used lilge IT load in MB

Table3 0 VC creation request data model.

Property " Type " Description |

available Boolean Indicates the availability of the IT load accompanied by the VC

controller String The IP address of the nodentrolling the cloud management platform hostii
the IT load. Should be in URL format, e.g. http://192.168.1.2)

created Datetime | The time on which the VC was created

host String The wallet public key of the host DC in the CATALYST ETH BC

id String The current unique identifier of the IT load (can be either an OpenStack
or a Docker Container id)

ip_address | String The IP address of the IT load. Should be in URL format, e.g. http://192.1€

owner String The wallet public key dhe owner DC in the CATALYST ETH BC

updated Datetime | The time on which the details of this VC were updaiadJTC

vc_type String The type of VC (can be either openstack:vm, or docker:container)

Table4 6 VC data model

CATALYSD3.1.POPSNP3VL.1
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Property Type Description

vcpu Integer The number of virtual CPUs of the IT load
vdisk Integer The virtual HDD used by the IT load in GB
vram Integer The virtual RAM used by the IT load in MB

Table5 0 VCflavour datamodel.

Property " Type " Description \
invoice Integer The ID of the invoice agreement that was achieved via the IT load markel
price Integer The price agreed between the two DCs for the accommodation of the IT |
timestamp Datetime | Thedatetime of the VC migration request (in UTC tinaene)

to_address | String The wallet public key of the target DC

Table6 0 Pending VC migration request data model

Property " Type ' Description \
from_address, String The walletpublic key of the origin DC

invoice Integer The ID of the invoice agreement that was achieved via the IT load markel
price Integer The price agreed between the two DCs for the accommodation of the IT |
to_address | String The wallet public keyof the target DC

vc_tag String The VC tag associatéaithe VC under migration

Table7 6 PendingVCmigration (registered)data model

Property " Type ' Description \
controller String The IP address of the node controlling ttleud management platform hostin
the IT load. Should be in URL format, e.g. http://192.168.1.2)

id String The ID of the IT load

invoice Integer The ID of the invoice agreement that was achieved via the IT load market
ip_address | String The IPaddress of the IT load. Should be in URL format, e.g. http://192.16¢
price Integer The price agreed between the two DCs for the accommodation of the IT i
timestamp | Datetime | The datetime of the VC migration completion

Table8 0 Pending VC migration confirmation of completion data model.

Property " Type " Description \
name String The name of the DC

registered Boolean Indicates whether the DC has been already registered in the VCG

wallet String The wallet public key of thBC

Table9 0 DCdata model

Property " Type " Description \
name String The name of the DC
wallet String The wallet public key of the DC

The CATALYST project has receiv
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Table10 0 DC registration data model

Property " Type | Description

vc_tag String The VC tag generated by the VCG

owner String(42) | The (public key of the) owner of the VC

created String The time of the VC creation (in ISO8601 format)

The (BC) block numbewhich includesthe transaction containing the

block_number| Integer registration of the VC
block_hash | String(66) | The (B) block hash
Tablel1l 8 VC tag data model
Property " Type ' Description \
status Boolean The container availability state
timestamp Datetime Thedatetime of the VC availability change

Table12 0 VC Availability change request data model.

Property Type Description

tx_hash

String(66)

The transaction hashprovided by the VCG ETH BC infrastructure when registerini
new VC

Table13 8 Transactionhash data model.

Property Type Description

id Integer The id of the event

name String The name of the event

args String Thearguments of the event

log_index Integer The index of the log in the transaction

tx_index Integer The index of the transaction in the block

tx_hash String(66) The transaction hash

block_number | Integer The index of the block in the BC

block_hash String(66) The hash of the block

address String(42) The smart contract address that the event originated from

created String The time of the block generation

Table14 8 Chain event data model

Property " Type " Description \

method String The method of the Smart Contracttoinveke L i aK2dzZ R | f gl &a

available Boolean Indicates the availability of the IT load accompanied by the VC

controller String The IP address of the nodentrolling the cloud management platform hosting the
load. Should be in URL format, e.g. http://192.168.1.2)

created Datetime The time on which the VC was created

id String The current unique identifier of the IT load (can be eitherGmenStack UUID or
Docker Container id)

ip_address String The IP address of the IT load. Should be in URL format, e.g. http://192.168.1.2)

vC_type String The type of VC (can be either openstack:vm, or docker:container)

CATALYSD3.1.POPSWVP3vL.1
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vcpu Integer The number o¥irtual CPUs of the IT load
vdisk Integer The virtual HDD used by the IT load in GB
vram Integer The virtual RAM used by the IT load in MB

Table15 0 VCG client VC registration data model.

Property Type Description

method String The methoc_i of the sz_;lrt Contract to,invoke. It should always be
opending_migrateo.

from_address | String The wallet public key of the origin DC

invoice Integer The ID of the invoice agreement that was achieved via the IT load marketplace

price Integer The price agreed between the two DCs for the accommodation of the IT load

to_address String The wallet public key of the target DC

vc_tag String The VC tag associated to the VC under migration

Table16 0 VCG Client VC peling migration registration data model.

Property Type Description

. The method of the Smart Contract to invoke. It should always be

method String N S

0 mi @ rcantaineld.
controller String The IP address of the node controlling the cloud managemepiatform hosting the

IT load. Should be in URL format, e.g. http://192.168.1.2)
id String The ID of the IT load
invoice Integer The ID of the invoice agreement that was achieved via the IT load marketplace
ip_address String The IP address of the IToad. Should be in URL format, e.g. http://192.168.1.2)
price Integer The price agreed between the two DCs for the accommodation of the IT load
timestamp Datetime The datetime of the VC migration completion (in UTC time zone)
vc_tag String The VC ta@f the VC

Table17 8 VCG client registration of VC migration completion data model.

Property " Type ' Description \
method String The method of the Smart_ Contract_ to m_voke. I} should always be

o0change availabilityad.
status Boolean The container availability state
timestamp Datetime The datetime of the VC availability change
vC_tag String The tag of the VC

Table18 8 VCG client request for the registration of ¥Cavailability change data model.
Property " Type " Description \
response String The transaction hash, if everything went well.
_request_id String The unigue uuid of the request
Table19 8 VCG client successful response.

Property " Type " Description \
response String Theexception information.
_request_id String The unique uuid of the request.
error Boolean Details if this is an error (always set to true)
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Table20 8 VCG client response in the case of an exception

4.2 ExposedWebSocketinterfaces

The VCG clienéxposes a WS interfacehat enables athe VCG API Server to send commands fthe WS
interface listens to the following endpoin

ws( s)://IP:PORT/ws/ { DC_NAME}

Table21 d Service endpoint URL of the VCG client WS.

Note that at all times, a headewith the wallet address of the DC should be also included in tN¥S request,
e.g. "wallet":"<address>" . Depending on the operation of required by the VCG client, one of the data
modelstabulated in Table15 - Table18 is expected.

If everything went well, then a transaction hash is expected together with a request ID; since the
communication in the context of a WS are asynchronous, in order to be able to track the responses from the
WS server, theclients should maintain a local register (cache) of their requests and the request IDs they got
after performing the request.In case of an exception, the response from the WS interface is aslaible20.

4.3 Exposed RESTful interfaces

Apart from theabove brieflydescribed WS interfaces, the VCG API senexposes a rich set of RESTful API
endpoints, allowing applications to quickly interact with the CATALYST BC infrastrucire set of exposed
API services are divided into three bas®P| groupsdepending on theorientation of the group of APIs. In this
course, the identifiedAPI groups are related to DC management, VC management and support for SibAs.
the following paragraphs, these API groups are presentdtbte that in all cases, only the relative API sereic
endpoint URL is provided, the base API service endpoint URL always beittg//<IP>:<PORT>/api

4.3.1 DCmanagement

This group of APIs is related to DC management, particularly DC registration at the CATALYST BC
infrastructure as well as retrieval of the rgistration details.

4.3.1.1 Register a new DC

URL | /datacenter/register /

Method POST

Headers ContentType: application/json
Request body DC Registrationgee Table10)
SES e S=Rele b)) Transaction Hashgee Table13)

el SRR [SEF 200 8 Everything went well

400 & The povided data is invalid or malformed

403 & The Smart Contract rolled back (declined) the transaction
500 & Internal server error

The CATALYST project has receiv
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This API should be used in order to register a DiGto the CATALYST VCG infrastructure (effectively the
Ethereum BQyoverning the set of available operationsiHaving completed the installation of the VCG client,
the DC should be able to register itself with a given public key (wallet address). Granted proper configuration,
the DC Registration details should beeadilyavailable (just the DC name and the wallet address of the VCG
client are required).

Since the relevant information needs to be stored in the BC itself, the response is not possible to be made
availabledirectly. Irstead, a ransaction hashobjectis returned, containing the hash of the transaction that
this DC registration request will be registered in.

4.3.1.1.1 Indicative service invocation

Suppose that the DC is hamed DCand has a wallet address (public key, as generated by the native
Ethereum Go client, getl{16]) 0xf2735fa1601ec44Ce8b1A9FC504973d18c34af7B . An indicative
serviceinvocationcould be as follows:

curl - X POST "http://192.168.1.21 5:5100/api/datacenter/register/" \
-H"Content - Type: application/json" \
-d ! {
"name" : "DC1",
"wallet" : "Oxf2735fal1601lec44Ce8b1A9FC504973d18c34af7B"
} 1

Response code : 200
Response body

"tx_hash"
"Oxeb0Ob6dbe37c3ea8bh257ed7d94008842beac808aelaadf0fc42d1b1867300ecb0”
}

Listing 3 0 Registering a DC into the CATALYST VCG BC infrastructure.

4.3.1.2 Get detalils over a DC

URL | /datacentre/{address}/details/
‘Method &3

Headers N/A

Request body N/A
S oo =Relen) A Data Centre (seeTable9)

S o] ERee s[5 200 6 Everything went well
400 0 The provided data is invalid or malformed
500 J Internal server error

Havingrequested a DC registrationone can easily retrieve the registration details of the DC by invoking the
present service, given the public key of théCG client of the DC.

Parameter | Type ' Comments Example value
address String(42) The public key (wallet address) ¢ 0x10f683d9acc908cA6b7A
the DC VCG client. 34726271229B84600292

The CATALYST project has receiv
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Table22 8 Parameters required for getting the details over a DC registration.

If the DC has been registeredasintiBC, t hen the oOregisteredd attribut
otrued, otherwise ofalsebod.

4.3.1.2.1 Indicative service invocation

Considering the DC wlit name DQ introduced in the previous paragraph, getting the details over its
registration status would beas in the following listing.

curl
"http://192.168.1.215:5100/api/datacenter/ 0x10f683d9acc908cA6b7A34726271229B846b
0292 /details/"

Response code : 200
Response body

{
"name" : "DC1",
"wallet" : "0x10f683d9acc908cA6b7A34726271229B846b0292" ,
"registered"” . true

}

Listing4 0 Acquiring details over the registration sttsus of a DC.

4.3.2VC Management

This group of APIs is meant to besed to manage VCs as regards their BE€presentation.

4.3.2.1 Register a new VC

URL /datacenter/{dc_name}/container/register/

Method | POST

Headers ContentType: application/json

Request body VC creation request (sedable3)
LAY Transaction Hash (se@able13)
el SR [SEF 200 8 Everything went well
400 0 The provided data is invalid or malformed
403 0 The Smart Contract rolled back (declined) the transaction
408 0 The underlying DC VCG client did not respond in time
500 8 Internal server error

This service is meant to be used in order to register a VQoirthe BC infrastructure, granted that the DC
hosting the newlycreated VC has already been registered into the CATALYST BC infrastructure.

Parameter Type Comments Example value

dc_name String The name of the DC, as has been registere DC
into the CATALYST BC infrastructure

The CATALYST project has receiv
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Table23 8 Parameters required for registering a new VC.

4.3.2.1.1 Indicative service invocation

Assuming that the VC refers to a®penStackVM featuring 1vCPU, 1GB vRAMOGB of vHDD UUID
b55f090c - 67f0 - 4691 - a736- 104ebe82c2e9 , its IP address is 10.0.9.® and the cloud management
platform controllerhas an IP 10.0.9.2, an indicative service invocation instance could be as depicted in
Listing 5.

curl  -XPOST \

http://192.168.1.215:5100/api/datacenter/DC1/container/register/ \
-H'Content - Type: application/json’ \

-d' {

"vc_type" . "openstackivm"

"available" . true

"vepu" o1,

"vram" : 1024,

"vdisk" : 10,

"id" : "b55f090c -67f0 - 4691 - a736- 104ebe82c2e9"
"ip_address" : "http://10.0.9.39" ,

"controller" . "http://10.0.9.2" ,

"created" : "2018 - 09-11T14:46:23.470Z"

}l
Response code : 200

Response body

{
"tx_hash"
"0xf2275d47df41bfc9642cef271f59d997ac4fal97a2df3380d5ad86b455ade94a”

}

Listing5 & Registering a new VC in OC

Note that normally, this APl should be automatically invoked tie local DC DCMC client, upon creation of
the OpenSack VM.

4.3.2.2 Get the VC tagfter a successful registration

URL ltransaction/{tx_hash}/vctag/
Method | GET

Headers N/A
Request body N/A
S eel =R le o)A VC tag (se€Tablell)

el SRR [SEF 200 8 Everything went well
404 8 VC tag not found
500 d Internal server error

Having made a request for a VC registration as in the previous secti@md having acquired a relevant
transaction hash, this service allows for the retrievalf the VC tag generated.

Parameter | Type Comments

Example value |
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tx_hash String(66) | The transaction hash acquired aftel 0xf2275d47df41bfc9642c

successful invocation of the API servictor | €f271f59d997ac4fal97a2
registering VCs df3380d5ad86b455ade94a

Table24 o Parameters required fogetting a VC tag

4.3.2.2.1 Indicative service invocation

Assuming the VC of the previous paragraph, the following listmglines how to get a VC tag when a relevant
transaction hash has already been provided as an answer.

curl  -XGET
"http://192.168.1.215:5100/api/transaction/ Oxf 2275d47df41bfc9642cef271f59d997ac4
fal97a2df3380d5ad86h455ade94a  /vctag/"

Response code : 200
Response body

{
"vc_tag"
"0xc5f496b77a1d1961d63b5bae0d81bbe809b715f794cf2d6284906d0180e38930" ,
"owner" : "0x10f683d9acc908cA6b7A34726271229B846b0292" ,

"created" : "2018 -09-11T14:46:23Z7" ,
"block_number" : 101827,
"block_hash"

"0X6684€805bda03a5.eb6e4030b0d4a82d86d74c86 4bab50daa8d68f49ebfdef48a”
}

Listing 6 0 Acquiring a VC tagut of a transaction hash.
4.3.2.3 Get details about a VC
URL /container/{vc_tag}/details/

Method GET

REELEIS N/A

Request body N/A

S o) =Rele 028 VC object (se€lable4)

Sl SRR [SEF 200 8 Everything went well

400 0 The provided data is invalid or malformed
404 9 VC tag not found

500 & Internal servererror

Having acquired a VC tag by meamd invokingthe API service documented in the previous paragraph, one
is able to also check the details of that particular VC by using this service.

Parameter | Type ' Comments Example value

vC_tag String(66) | TheVC fg allocated to the particular VC 0xc5f496b77a1d1961d63b
5bae0d81bbe809b715f794
¢f2d6284906d0180e38930
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Table25 8 Parameters required in order to retrieve details of a particular VC.

4.3.2.3.1 Indicative service invocation

With reference to the VC registered in the previoymragraphs, the following listing is indicative of how
details on the particular VC of interest coulde retrieved.

curl  -XGET
"http://192.168.1.215:5100/api/container/0xc5f496b77a1d1961d63b5bae0d81bbe809b71
5f794cf2d6284906d0180e38930/details/"

Response code : 200
Response body

{
"vc_type" : "openstack:vm"
"available" . true
"id" : "b55f090c -67f0 - 4691 - a736- 104ebe82c2e9"
"ip_address" : "http://10.0.9.39" ,
"controller" . "http://10.0.9.2" ,
"host" : "0x10f683d9acc908cA6b7A34726271229B846b0292" ,
"owner" : "0x10f683d9acc908cA6b7A34726271229B846h0292" ,
"updated” : "2018 - 09-11T15:08:00Z2" ,
"created" : "2018 - 09- 11T14:46:232"

}

Listing7 & Acquiring details related to a given VC tag.

4.3.2.4 Get the flavour of a VC

URL | /container/{vc_tag}/flavor/

Method GET

Headers N/A

Request body N/A

SRl o) VC flavour object (sedable5)

Sl SRR [SEF 200 8 Everything went well
404 & Resource not found
500 J Internal server error

This service should be invoked by anyone in néef acquiring details of the flavour (virtual hardware
configuration) of a VC.

Parameter | Type ' Comments Example value

vC_tag String(66) | The VC tag allocated to the V@ interest 0xc5f496b77a1d1961d63b
5bae0d81bbe809b715f794
¢f2d6284906d0180e38930
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Table26 8 Parameters for invoking the service offering the flavour of a VC.

4.3.2.4.1 Indicative service invocation

With reference to the VC registered in the previous paragraphs, the following listing is indicative of how
details on theflavour ofa particular VC of interest could be retrieved.

curl  -XGET
"http://192.168.1.215:5100/api/container/0xc5f496b77a1d1961d63b5bae0d81bbe809b71
5f794cf2d6284906d0180e38930/flavor/"

Response code : 200
Response body

{
"vepu" o1,
"vram" : 1024,
"vdisk" : 10

}

Listing8 & Acquiring the VC flavour details related to a given VC.

4.3.2.5 Get the history of a VC

URL /container/{vc_tag}/history/
Method | GET
Headers N/A
Request body N/A
Sl SRl b) A8 List<Chain Event> (sedable14)
el SR [SEF 200 8 Everything went well
400 0 The provided data is invalid or malformed
403 0 The Smart Contract rolled back (declined) thteansaction
500 9 Internal server error

This endpoint may be used in order to get details
notifications related to the creation, deletion or migration of VC aimplied.

Parameter | Type ' Comments Exanple value

vc_tag String(66) | The VC tag allocated to the VC of interest | 0xc5f496b77a1d1961d63b
5bae0d81bbe809b715f794
cf2d6284906d0180e38930

Table27 6 Parameters for invoking the service offering the history of a VC.

4.3.2.5.1 Indicative service invocation

With reference to the VC registered in the previous paragraphs, the following listing is indicative of how
details on the history of a particular VC of intest could be retrieved.
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curl  -XGET
"http://192.168.1.215:5100/api/container/0xc5f496b77a1d1961d63b5bae0d81bbe809b71
5f794cf2d6284906d0180e38930/history/"
Response code : 200
Response body
[
{
“id" 4,
"name" : " ContainerRegistered" ,
"args" :{
"owner" : "0x10f683d9acc908cA6b7A34726271229B846b0292" ,
"vcTag" :
"0xc5f496b77a1d1961d63b5bae0d81bbe809b715f794cf2d6284906d0180e38930" ,
"timestamp" : "2018 - 09-11T14:46:23Z2"
}!
"log_index" : O,
"tx_index" : O,
"tx_hash" : "Oxf2275d47df41bfc9642cef271f59d997ac4fal97a2df3380d5ad86b455ade94a” ,
"block_number" : 101827,
"block_hash" :
"0x6684e805bda03a5eb6e4030b0d4a82de6d74c864bab50daa8d68f49ebfdef48a” ,
"address" : "Ox6d4A5a876D09F8A381993d7f8DF9D3764C5A2491"
"created" : "2018 -09-11T15:08:01.227273Z"
}
]

Listing9 0 Acquiring the VC chainwent history of a given VC.

4.3.2.6 Get themigration status of a VC

URL /container/{vc_tag}/migration/pending/
Method

|
Headers |
|
|

GET
N/A
N/A

Request body

Response body
Sl SRR [SEF 200 8 Everything went well
404 o Resource not found
500 & Internal server error

This endpoint may be used in order to get details ovéire pending migrationg(if any)of a given VC.

Parameter | Type ' Comments Example value

vC_tag String(66) | The VC tag allocated to the VC of interest | 0xc5f496b77a1d1961d63b
5bae0d81bbe809b715f794
¢f2d6284906d0180e38930

Table28 8 Parameters for invoking the service offering the history of a VC.

4.3.2.6.1 Indicative service invocation

With reference to the V©f the previous paragraphs, thdollowing listing is indicative of how details on the
history of a particular VC of interest could be retrieved.
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curl  -XGET
"http://192.168.1.215:5100/api/container/0xc5f496b77a1d1961d63b5bae0d81bbe80 9b71

5f794cf2d6284906d0180e38930  / migration/pending I"

Response code : 200
Response body

"vc_tag"
"0x0000000000000000000000000000000000000000000000000000000000000000" ,
"from_address" : "0x0000000000000000000000000000000000000000" ,
"to_address" : "0x0000000000000000000000000000000000000000" ,

"price" : 0,

"invoice” : O

}

Listing10 & Acquiring the pending migrations of a given VC.

In this case, the response indicates that there is no relevant pending migration; the from/to addresses are
both zero as is the vc_tag associated.

4.3.3 SLA monitoring

This group of APIs allows for registeringformation (chain events) over the availability anthigrations of
VCs.

4.3.3.1 Register aVCavailability change

URL /datacenter/{dc_name}/container/{vc_tag}/availability/change/
Method POST

Headers ContentType: application/json

FELIEE N2 VC Availability change request object (sd@able12)

S5 e =00 l)Y Transaction hash object (se@able13)

Response 200 0 Everything went well

codes 400 0 The provided data is invalid or malformed

403 0 The Smart Contract rolled back (declined) the transaction
408 0 Request timeout

500 J Internal server error

This service may be useth order to register an availability change for a given VC.

Parameter | Type Comments Example value
dc_name | String The name of the DC, as has been registere DC1
into the CATALYST BC infrastructure
vC_tag String(66) | The VC tag allocated to the VC of interest | 0xc5f496b77a1d1961d63b
5bae0d81bbe809b715f794
¢f2d6284906d0180e38930

Table29 8 Paramters required for registering &C availability change.

4.3.3.1.1 Indicative service invocation

With reference to the VC of the previous paragraphs, the following listing is indicativeoné can trigger an
availability change.
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curl - XPOST \
http://192.168.1.215:5100/api/datacenter/DC1/container/0xc5f496b77a1d1961d63b5ba
€0d81bbe809b715f794cf2d6284906d0180e38930/availability/change/ \

-H'Content - Type: application/json' \

-d' {

"status" : false ,

"timestamp" : "2018 - 09- 13T09:08:10.768Z"

}

Response code : 200
Response body

{

"tx_hash" :
"0xd5765d47df41bfc9642cef271f59d997ac4fal97a2df3380d5ad86b455ade05b"
}

Listing11 & Acquiring the pending migrations of a given VC.

4.3.3.2 Register a new VC relocation request

URL /datacenter/{dc_name}/container/{vc_tag}/migrate/pending/

Method POST
(EELES ContentType: application/json
Request body Pending VC migration request object (sé&able6)
Sl SR8 Transaction hash (sedable13)
Sl SR [SEE 200 8 Everything went well
400 0 The provided data is invalid or malformed
403 0 The Smart Contract rolled back (declined) the transaction
500 J Internal server error

Thisendpoint should be used by DCs that would like to register the intention of initiating the migration of a
VC from a DC to another.

Parameter | Type ' Comments Example value |
dc_name | String The name of the DC, as has been registerg DC1
into the CATALYST BWrastructure
vC_tag String(66) | The VC tag allocated to the VC of interest | 0xc5f496b77a1d1961d63b
5bae0d81bbe809b715f794
¢f2d6284906d0180e38930

Table30 & Paramters required for registering a VC migration.

4.3.3.2.1 Indicative service ivocation

With reference to the VC of the previous paragraphs, the following listing is indicative of one can register the
initiation of a migration from DC1 to DC2.

curl  -XPOST \

http://192.168.1.215:5100/api/datacenter/DC1/container/0xc5f496b77a1d1961d63b5ba

e€0d81bbe809b715f794cf2d6284906d0180e38930/migrate/pending/ \
-H'Content - Type: application/json’ \
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-d {
"target” : "DC2",

"price" : b5,

"invoice" : 13,

"timestamp” : "2 018-09- 13T09:28:48.2227"

}l
Response code : 200

Response body

{
"tx_hash"
"0x00580991568a1dh8a67ah8b3dch6281601f2bdb56ch0a06205347432b347fc2c"

}

Listing12 & Registering a new pending migration for a given VC.

4.3.3.3 Confirm a VQelocation

URL /datacenter/{dc_name}/container/{vc_tag}/migrate/confirm/
Method | POST
REELES ContentType: application/json
Request body Pending VC migratioconfirmation request object(see Table 8)
S ool =R e o)A Transaction hash object (se@able13)
S ool =Ree o[58 200 O Everything went well
400 & The provided data is invalid or malformed
403 & The Smart Contract rolled back (declined) the transaction
408 0 Request timeout
500 9 Internal server error

This endpoint is used by DCs in order toform the VCG that DC confirms thecompletion of themigration
ofa VC.

Parameter | Type Comments Example value
dc_name | String The name of the DC, as has been registere DQ
into the CATALYST Bfrastructure
vc_tag String(66) | The VC tag allocated to the VC of interest | 0xc5f496b77a1d1961d63b
5bae0d81bbe809b715f794
cf2d6284906d0180e38930

Table31 6 Paramters required for registering a V@igration.

4.3.3.3.1 Indicative service invocation

With reference to the VC of the previous paragraphs, the following listing is indicative@iv DC2confirms
the completion of the migration of a VC from DC1

curl  -X POST\

http://192.168.1.215:5100/api/datacenter/DC2/container/0xc5f496b77a1d1961d63b5ba

€0d81bbe809b715f794cf2d6284906d0180e38930/migrate/confirm/ \
-H'Content - Type: application/json' \
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-d {

"id" : "cb55f090c - 67f0 -4784-a736-215ebeb2c2e9"
"ip_address" : "http://10.9.0.12" ,

"controller" : "http://10.9.0.1" ,

"price" : b5,

"invoice" : 13,

"timestamp" : "2018 - 09- 13T09: 48:48.222Z"

} 1
Response code : 200
Response body

"tx_hash"
" 0x21950cdc56e73f5ccd0d90cd598d6d535e517edb009bc9de25a717902b64061f
}

Listing 13 & Registering the completion of anigration fora given VC.

4.4 Dynamic VC@\PI Servedocumentation

The CATALYST VCG A&v8ris dynamically autedocumented, exposing the full extent of its RESTful API
specifications in the form ofan OpenAPs$pecification (OAS) documerjiL7]. Offering a visual representation

of this specification, aSwagger.io[18] interface is employed, as shown irFigure7 and is available under
the relative URL"/api/swagger /".
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| Django Login | [ Authorize a I

[ﬂ fcontainer/{vc_tag}/details/

container_details_read i

Iﬂ Jeontainer/{vec_tag}/flavor/

container_flavor_read i

[ﬂ Jfcontainer/{vc_tag}/history/

Iﬂ Jcontainer/{vc_tag}/migration/pending/

container_history_list ﬂ ]

container_migration_pending_read i

datacenter

[m J/datacenter/register/

datacenter_ reg'ister_c reate a

Iﬂ Jdatacenter/{address}/details/

datacenter_details_read i

[m J/datacenter/{dc_name}/container/register/

Im J/datacenter/{dc_name}/centainer/{vc_tag}/availability/change/

datacenter_container_availability_change_create i

[m J/datacenter/{dc_name}/centainer/{vc_tag}/migrate/confirm/

datacenter_container_migrate_confirm_create a

Im J/datacenter/{dc_name}/container/{vc_tag}/migrate/pending/

datacenter_container_register_create a ]
datacenter_container_migrate_pending_create i l

transaction

[ﬂ [ftransaction/{tx_hash}/vctag/

transaction_vctag_read i ]

Models

Figure7 & Swagger interface of the VCG API Server.
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5 Installation requirements

5.1 Hardware requirements

Before trying to install the VCG components and services, one should be sure to cover the relevant hardware
requirementss.

Requirement Minimum | Recommended Comments

N/A

CPU cores 8
RAM (MB) 8192 16384 N/A

Disk (GB) 20 40 N/A

Table32 0 Hardware requirements for running a wholm-one demonstration of VCG.

Similarly, Tabke 33, below, summarizes the hardware requirements for operating the VCG REISahd WS
web services independently.

Requirement Minimum | Recommended Comments

Needs to be increased depending on the end to end
CPU cores 2 4 delay requirements as well as the number of
connected clients increases.

Needs to beincreased depending on the end to end
RAM(MB) 2048 4096 delay requirements as well as the number of
connected clients increases.

Needs to be increased depending on the end to end
Disk (GB) 10 40 delay requirements as well as the number of
connected clients increases.

Tabk 33 6 Hardware requirements foinstalling and properly operating the VCG RESTful and WS services.

Table34 highlights the minimum hardware @quirements for running the services required for operating the
ETH BC. It should be highlighted that depending on the configuration of the ETH BC, as defined in its genesis
block [19], the numbers below may vary; in the presémlocument we only cover a typical scenario for
operating a permissioned ETH BC network.

6 Even if the VCG services are installed in a virtualized environment (e.g. OpenStack VM or Docker container), in thiswlecefeent
to CPU, RAM and HDD requirements as hardware requirements.
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Requirement Minimum Recommended Comments

A 64bit x86 CPU architecture is assumed, at least
CPU cores XYZ

RAM (MB) 4096 16384 N/A

. Needs tobe increased depending on the number of
pE(E, 100 1000 expected interactions with the VCG over time

1 In general, to achieve effective BC operation, mining should take place in
GPUs rather than CPUs.

Miscellaneous

Table34 o Hardware requirements for each ETH BC node.

Finally, Table 35 overviews the hardware requirements that should be satisfied in order to enable the
operation of the VCG client module and properly interact with the rest of the VCG (core) components.

Requiement | Minimum  Recommended | Comments

CPU cores N/A

RAM (MB) 64 256 N/A

Disk (GB) 10 N/A

ol

Normally, the host (usually the cloud management infrastructure controller) should
cover the above requirements in all cases.

Miscellaneous

Table35 0 Hardware requirements for executing the VCG client.

Having ensured that the hardware requirements of for running the various VCG services are satisfied, the
software requirements are typical for cloudased applications. For tB ETH BC, a modern (released after
2016) Linux OS version is assumed to be available. For the web and client services, any OS able to run
Python with a version at least 3.6 is assumed (Linux, Unix, Windows and MacOS are all supported).

5.2 Software requiremens

As already detailed in the previous sections, the VCG infrastructure features a distributed, clgamver
architecture with multiple read/writes in the BC infrastructure. The latter has been implemented using
Ethereum and all the relevant transactions &ve been implemented using the standard Go language
Ethereum client geth[20] version 1.8. The ARielated services of both the VCG API Server and the VCG API
client have been implemented using Pyth@Django REST framework andldhe interactions with geth have
been implemented using the web3 Python package, version 4.2.The websocket services have been
implemented with the help of Django Channe[21].

With respect to smart contracts, the implementation has been done using the Solidity programming
language, being the default fosetting up smart contracts in an Ethereum context.
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Considering the above, support for all the above programming languages arairfeworks should be ensured
in all deployment options.

The complete set of the VCG infrastructure source code is available at https://gitlab.com/project
catalyst/VCG.

5.3 Deployment optionsand installation guidelines

As already presented in Sectior3, the full-stack VCGservice environment architecture is a hybrid one,
comprising components that are both distributed (e.g. the BC nodes, the VCG clients) as weleata@ (the
VCG API server). In order to facilitate development and enable safe experimentatiotetiynologyfollowers,
CATALYST has opted for thedelivery of two deployment options, one referring to
development/experimentation environments and onereferring to operational environments as briefly
presented in the following paragraphs.

5.3.1 Experimentation deployment

The experimentation deployment is meant to be employed by DCOs that would like to experiment with the
CATALYST VCG APIs and overall functiondlitg default experimentation deploymeris achieved by means

of consecutive and guided execution of proper dockeompose scriptghat result in the instantiation of eight
docker containers as follows:

A 2 distinct DC(named DC1 and DC2nstances each runnmg their own VCG client instances;

A 1 VCG API server;

A 3ETHBC mining nodes emulating other DCs in an imaginary CATALYST federation;

A 2ETHBC auxiliary nodes needed for bootstrapping the BC andfawiding clients and the API server
with enough ETH so that they can perform transactions with the ETH BC.

Figure8 depicts the above, whereas-igure9 presents the deployment as seen in the OpenStack VM used
for integration and experimentation purposes in the CATAIYcontext.

7|f the automated, Dockebased installation is preferred, the dependency injection necessity lies on the Docker context and is directly
satisfied by the provided automation scripts. For manual installations, the identified programming languages and fianséwaold be
manually installed.
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.

ETH
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Figure8 & Default experimentation deployment instance.

ubuntufve-generator:~$ sude docker ps -a ——format "table {{.Image}}\t{{.Status}}\t{{.Ports}}\t{{.Names}}"

IMAGE

veg_api veg-api-de 2

veq api_veg-api-de_1
veg_server veg-api-server

STATUS
Up 23
Up 23
Up 23

blockehain explorer blockchain-explorer Up 23

ethereum testnet geth-miner-3
ethereum testnet geth-miner-1
ethereum testnet geth-miner-2
ethereum testnet geth-bootnode

Up 23
Up 23
Up 23
Up 23

hours
hours
hours
hours
hours
hours
hours
hours

PORTS

30303/tcp

30303/tcp

0.0.0.0:5100->5100/tcp, 0.0.0.0:7545->7545/tcp, 30303/tcp
0.0.0.0:8000->B000/tep, 0.0.0.0:8545->8545/tcp, 30303/tep
B545/tcp, 30303/tcp

B545/tcp, 30303/tcp

B545/tcp, 30303/tcp

0.0.0.0:30301->30301/udp, 30303/udp

NAMES

veg-api-de_2
veg-api-de_1
veg-api-server
blockchain-explorer
geth-miner-3
geth-miner-1
geth-miner-2
geth-bootnode

Figure9 & Configuration example of an experimentation deploymergsiding in an OpenStack VM

It is worth mentioning that in order to save CPU power, theobnsensus protocol adopted in the
experimentationhas been set toPoA.

5.3.1.1 Installation guidelines

Deployment is made viadocker and dockercompose The steps are as described in the following

paragraphs.

5.3.1.1.1 Deploying the Ethereum miner(sealer) nodes.

First, me needs to download the code handling the automated installation of the dockerized ETH BC test

network:
$ git clone -- recurse - submodules
https://gitlab.com/project - catalyst/VCG/blockchain - testne t.git

Listing 14 6 Getting the code of the dockerized ETH BC test network.

Next, the EXPLORER_EXTERNAL_IPentry inside blockchain - explorer/frontend/.env
changed,to match the external IP address for the blockchaixplorer network Finally, to boot the Docker
containers up, the following commands should be executed successively:

should be

$ cd blockchain - testnet
$ bash scripts/start_containers.sh
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Listing 15 & Booting up the dockerized ETH BC test network.

When the above commands have completed their executidiye containers will have been instantiated, as
detailed in the table below:

Container name  Description

geth-bootnode Thebootnode that new VCG client nodes connect to when first joining the netw
geth-miner{1,2,3} The sealers on the consortium PoA network
blockchainexplorer | The Blockchain visualization dashboard (also includes a geth node)

Table36 0 Docker containers brought up bthe VCG automated deployment scripts.

More details on thedeployment of the VCG experimentation blockchain network setup may be found at
https://gitlab.com/project - catalyst/VCG/blockchain - testnet.

5.3.1.1.2 Deploying theVCG API Server

Having deployed the ETH BC test network, the next step isleploy the VCG API server. Again, the first step
is to download the relevant code fragments:

$ qgitclone https://gitlab.com/project - catalyst/VCG/api - server.git

Listing 16 & Getting the code of the VCG API server
As was the case of the ETH BC test netwpthe next step is to bring ugthe relevant container:

$ cdvcg_api_server/c onfig
$ bash launch.sh

Listing17 & Booting up the dockerized/CG API Server.

It is worth mentioning that the VCG API Server also hosts a geth node with a provided wallet address. The
wallet address is already populated with EBR so that the VCG API Server can make transactions as soon
as it is up. Notably, the initial ETHER values are defined in thdile blockchain -
testnet/miner/ genesis.json (see the previous installation step at paragraph.3.1.1.1). To verify that

the VCG API server has been successfully configured and installed, oray visit the swagger interface of

the component, available ahttp://<IP>:<PORT>/api/swagger . The view should be similar t&igure?,
on page4l. In any case, detailed steps on how to deploy the VCG API Server are available online at the
project source code repository atttps://gitlab.com/project - catalyst/VCG/api - server

5.3.1.1.3 Deploying the smart contracts

After the installation of the Docker network and theCG API Server, the next step is to deploy the CATALYST
DAPPs. To do so, one should firsb@nload the relevant code:

$ qgit clone https://gitlab.com/project - catalyst/VCG/contracts.git

Listing 18 0 Getting the code of the VCGAPPs

Next, edit the truffle.js production entry to match the address of the VCG API Sefl/erdeploy the CATALYST
DAPPs, one shodlsimply run:
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$ ACCOUNT_PASSWORD=pwdnode truffle migrate -- network production

Listing 19 6 Booting up the dockerized VCG API Server.

For more details on hovinstall truffle and perform migrations in the event of code updates® the interested
reader is requested to refer to the relevant project source code repository available online at
https://gitlab.com/project - catalyst/VCG/contracts

5.3.1.1.4 Registering the VCG Clients (DC1 & DC2)

To register the two experimental DCs (DC1 and DC@ne shouldinvokethe VCG API Server DC registration
service documented at paragrapht.3.1.1. The service invocation characteristics should be as tabulated
below:

DC Name DC Wallet
DC1 0x10f683d9acc908cabb7a34726271229b846b0292
DC2 0x3cf49a570fd253ad0c9b536e5fa8a19c6021d98f

Table37 0 Details of the dockerized, emulated DCs of the VCG experimentation deployment.

5.3.1.1.5 Deploying the VCG Clients

The last step to complete the experimentation deployment is itestall the VCG clientsin order to do so, one
should, again, have to download theetevant code and bring up the relevant docker containers using the
following commands:

$ git clone https://gitlab.com/project - catalyst/VCG/dc - client.git
$ cd vcg_api/config/example
$ docker -composeup -d

Listing 20 & Getting the code of the VC®BC client and booting up the relevant containers

After executing the above, dith clients will be deployed and eventually connead to the VCG API Server via
WebSocket More information on theinstallation of the DC clients may be found at the README file available
at https://gitlab.com/project - catalyst/VCG/dc - client

5.3.2Recommended deployment

Despite the easiness of configuring a minimal experimentation -&ttone deploynent, the recommended
deployment optionis presented inFigure10. In short and considering the details provided in the previous
section, two types of installations sbuld be performed, depending on the role of each installation in the
overall CATALYST framewarlstantiation.

In this context, each CATALYST DC should ideally feature a number (at least one) of Ethé8€unodesand

an instance of the VCG client. Simarly, for the VCG API Server, a number (at least one) dedicated Ethereum
BC nodes is required, coupled with local installations of the VCG API Server and (optionally) the VCG ETH BC
explorer.
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Figurel0 0 Recommended deployment ichitecture.

5.3.2.1 Installation guidelines

To perform a completeinstallation under a recommended deploynt@ perspective, every DC should first
install and configure anETH node in their Dqsee [20] for details and discussion) Next, the VCG client
should be downloadedas per paragraph5.3.1.1.5. Having installed support for ETH BC andrfthe VCG
client, the DCO should configure the ETH account of the DC, as follows:

$ cd veg_api
$ geth account new -- datadir account

Listing21 & Ceating a new ETH account for a CATALYST DC.

Next, the account addresgenerated during the previous step and the associated password should be set
inside thevcg_apil.env file. Note thatthe address generated from the previous step should be prefixed
with "0x" . Further, a unigue name for theDC_NAMEvariable should be also st. Successively the steps
described in paragraph5.3.1.1.4 (with the proper address as defined in the previous steps) should be
executed.After all the above step have been completedthe VCG client should be executed as per the last
two commands ofListing 20.

Definitely, a DC node hosting the CATALYST framework should faHeveame steps, however, necessitating
the installation of the VCG API Server and not the VCG DC client ones.
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