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Executive Summary

This report provides information about the trial setip, test & evaluation methodologgnd relies on Task 7.1
Specifications of trials and evaluation methodology. The goal issjeecifyhow the CATAY STsolution can be
validated and provedin four DCs: Green Pont Saint MartiDC, Poznan Supercomputing and Networking
Center DC, Schuberg Philis DC and Distributed QRN DC.

Behind this process, there ighe definition of a methodology coneived for the specification and evaluation
of DC trials.

The trials specification methodology aims at defining the steps needed for testing awdlidating the
CATALYST solution in the trial sites. Starting from information provided in D2.1 report, the CATALYST
scenarios are linked to the pilot DCs. This is doriaking in consideration the DC, as it is, with its main
characteristics likeboth infrastructure and equipmentindeed, a detailed description of CATALYST trial sites

is provided to have a clear understanding of DC capability comaimg the flexibility sevices that could offer.

Test ases arethereforedefinedfor each DC against the specific scenario that is covered. The test procedure
is supported by the adoption of a test case template, compliant to test cases specification available in the
literature but placed in the Project contextTest cases can be exaded in the pilot or simulatedto
accommodate the DCs needsSome preliminary information about the Software and Hardware Test
Environment in which test cases will be executed are provided. The depient of CATALYST framework in
the pilot site will be addressed in D7.4 report expected for November 2019.

For each test case, the involved KPIs are identified. Indeed, KR8l be computed to demonstrate the

benefits of applying the CATALYST solutiontire DCs;also in this case, amethodologyis developed
considering the technical description of the tests and scenarios within which the different tests fall, but, at

the same time, trying to build a general approach to be replicated in the future. Metriaee selected to

guantify the effects, positive or negative, that the execution of each test should bring. Theusis on the

impact on the sustainability of the dataentreand t he goal is to quantify thi
follow a certain scenario. Once selected compliant metrican investigationis carried out to identify those
variables that will have to be controlled during the test in order to quantifyese KPIs.Finally, the minimum
measurement architecture necessary to monitor these variablese identified for each test case.

Test cases, defined in this report, represerthe first concrete step to the validation of CATALYST solution in
the trialsdsites. The initial DCs trial validation results will be provided in D7.4 expected for November 2019.
Based on the initial outcomes of the trials, the test cases could be adjusted as necessary to achieve useful
and refined results during the validation time.
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1 Introduction

This deliverableprovides the description of trial sites and tests that will be executed or simulated. On top of
this, the selected methodology for the specification and evaluation of DC trials is specified. The methodology
reflects the wok done in Task 7.1: Specifications of trials and evaluation methodolagihis task takes
advantages also from the active and fruitful collaboration gfartners responsible for Project pilots; their
contribution is therefore needed and fundamental to undetand how to converge thamain features of each
DCtowards the CATALYST solutioRor this reason, CATALYST trial sites, already introduced in D2gdbrt,

are further detailed; est cases are specified for each trial sites following a common template whialas
conceived as important item of the trials specification methodologior each test case, the related KPls
have been identified asevaluation of results from DC trials. Results of this evaluation will be provided in
D7.4 Trials initial resultsexpectedfor November 2019

1.1 Intended Audience

This deliverable focuses on the trial sites and their specification in terms of test and evaluation procedures.
Therefore,this report contains relevant information foDC Manager and technical staff that arevolvedin
setting up of trial hosting the CAALY ST solution. On thether hand, this report provide feedback to partners
involved in the design of CATALYST framework concerningdfith@isation of the architectural solution.

The intended audience of this report are also external stakeholders sinitee document underlines how the
CATALYST framework can be exploited in four different Pilot sitddsreover, partners responsible forthe
exploitation and dissemination activitiegn the Projectcan actually gain information useful for themctivities.

1.2 Reations to other activities

There is a strict dependency between WP7 and WRenarios defined in D2.1 represerthe starting point
for understandinghow the CATALY Siision and objectivas can represent an opportunitfor the DCs.On the
other hand, the activities done in the WP7 andn particular, in Task7.1 can better refine and validate the
design of CATALYST solution done in WRRreover, the Green Data Centre Assessment Toolkit identifies
the KPIs needed to quantify, numerally, the added value of the CATALYST solution brought in the DCs.

The CATALYST framework, the main outcome of WP6 will be therefore deployed in the Project trial sites, the
four DCs representing the Project pilot.

1.3 Document overview

The reminder of this eport is organised as described below:

1. Section 2 provides a description of the methodology conceived and applied in the Project the
specificationand evaluation ofthe DCs trials.

2. Section 3 provides details about the CATALYST trial sitkxcusing on the specification of the DC
environment in which test cases will be executed.

3. Section4 collects the test cases identified for all CATALYST pilots. Test cases are specified following the
well-defined templated introduced inCATALYST methodology for the specificatiand evaluationof DCs
trials. Moreover, at the end of the section a recap of Pilot test cases and related KPlIs is provided.

4. Section5 draws conclusions and discusses next steps

The CATALYST project has recei
Horizon 2020 research and innovation programme under gra
agreement No 768739
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2 CATALYST methodology for the specificatiand
evaluationof DCs trials

The aim of this section ido provide to the Reademwith information about the methodology applied in the
Project for the specification and evaluation of DC trials. This chapter is therefore organised in two sections:
Trials specification methodologgnd Evaluationmethodology Theformer focuses on the necessary steps to
test and validate the CATALYST solution based on the specific DC characteristidatter underlines how it

is possible to evaluate the added vak of exploiting CATALYST features in DCs.

2.1 Trials specification methodology

The Project trials are specified following a walkfined methodology. The main goal is to specify how to set
up the trials so that the CATALYST solution can be tested and validated. First of all, it is important to bridge
the scenarios defined in the D2.Ireport and the Project pilots. Once it is clear which scenarios could be
enacted in the pilot DCs, it is then possible to proceed with the specification of related test cadesleed,

this report provides a first proposal of main test cases identified feach pilot. The flexibility analysis in pilot
DCs, as it was detailed in D4.1 report, is considered as well.

Indeed, the applied methodology is performed step by step as detailed below.

The first step of the applied methodology imapping the Project scearios to the pilot DCsThis activity is
done in parallel with the collection of relevant information from Pilots. Indeed, each DC has its own
characteristics (such us infrastructure and equipment) that can influence the possibility to cover a specific
scenario. For this reason, it is important to have a clear understanding of the main characteristics of each
DC; detailed information is provided in sectio. The preliminary mapping is provided in this deliverable;
still this process will continue throughout the pilot validation period and refinements are expected to be
reported in subsequent deliverables, namely D7.4.

The second step is thdest cases desciption performed for each trial using the same template for the sake
of uniformity and readability of the information provided. In this way, evaluation of the pilot results and
assessment of the CATALYST solution as a whole will also be streamlined. Meretive template works as
guideline of relevant information that each Pilot leadenust provide with respect of its DC trial. The adopted
template is the result of a study of test cases specification available in the literature and a further analysis
onthe Projectds needs i n t eTabied keepk the seasdard spaxificatioreotitest e s .
cases but it is also within the Project scope. The template is congeal by different fields and for each of
them a description of expected information is reported.

D |
Test case ID Each test case should have a unique ID
Test title The title should provide a concise but explanatodescription of the test case
Description/Summary of Test A detailed description of the test case.
CATALYST scenario Specify the scenario covered by this test case, as it was provided in D2.1 rept
DC components DC components involved in thenplementation of control actions.
Precondition Any requirement that needs to be achieved before the execution of this test cas
Test Steps Test case is specified by numbering the list of steps to be performed.
It is recommended to have about B test steps per one test case
Test Data Data needed for the test execution. Please underline if simulation or real da
will be used for the text execution.

The CATALYST project has recei
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Expected Results Expected results in order to assess whether the test case is successful or.not

Exeaition Mode Specify here if the test will be simulated rather than begin executed in the pilo

KPI(s) List of KPIs associated to the execution of test case and compliant with KF
defined in D2.2 report

Tablel - Test Casetemplate specification

The third and final step is about th@xecution of test casesn reaHife test-beds in the pilot DCs or simulated.

Test cases not applicable to the pilot sites can be evaluated during the trials using simulation models. The
executon mode of test cases depeéendeddinsome cashsds n@ fossibletm h ar a
interrupt the normal DC operations.

The results of the test cases execution, the trials initial results, will be reported in D7.4 report expected for
Novenber 2019. The evaluation of these results is based on the identified KPIs and the process suggested
within the Green Data Centre Assessment Toolkit; more information is provided in secfidh

2.2 Evaluationmethodology

The following procedure aims to provide a methodology for the evaluation of results from trials in DCs. The
objective is to quantify, numerically, theCATALYSadded value in terms of sustainability, resources
management and DC&s fl exibil it putaseforlalbsiakelzoldarsanmolvedot o
in the tests (e.g. DSOs for electrical flexibility and buildings in the neighbourhood of € for thermal
flexibility).

2.2.1 Evaluation procedures

Bearing in mind the scenarios proposed in D2.1, the scope of this section is to define general procedure and
tools allowing the evaluation of outcomes from trials. Metriadefined within the Toolkit, in conbination of
additional parameters,are suitable for this task.As anticipate in the previous section, it is important to have

a clear understanding of CATALYST scenartbat will be evaluated in the trial site; thereforeTable 2
allocates pilots data centres with scenarios finalised in D2.1 anbhble 3 supports the reading of the latter
table. In order to easily identify in which scenario expected test cases take plaite background ofTable2

is properly coloured Real experimerd are expected to be actually performed whereas simulated
experiments will provide results just on the basis of computationpfocedures.Test cases are praided in
Chapter4.

PSM PSNC SBP QRN Legend
X X X
X X
X X Green:real experiment

Yellow simulated experiment
: under evaluation

Table2 - Allocation of pilot DCs among scenarios

Updates related to the allocation of pilot DCs among scenarios will be provided in D7.4 report.
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I

Single DC Providing Electrical Energy Flexibility
M| Single DC Providing Thermal Energy Flexibility

E Workload Federated Data Centres
Single DC Providing both Thermal and Electrical Energy Flexibility

Workload Federated DCs Providing Electrical Energy Flexibility
Workload Federated DCs Providing Thermal Energy Flexibility
I =874 Workload Federated DCs Providing BoEectrical Energy Flexibility and Thermal Energy

Table3 - Brief description for each scenario

Among all metrics, three of these should be computed for all test scenarios and by all pilots. These are:

A PES (Primary Energyaving)[1];

A CO2 Saving$l];

A PUE (Power Usage Effectivenegg].
PES and C®Savings allow to evaluate the overall change in the sustainability performance of the DC. They
suite well both for scenarios involving the reuse of heat and for scenarios involving electrical flexibility
exploitation or workload. In the computation of thee KPIs the definition of boundaries is very important.
Primary energy expenditure and G@roduction related to the heating operations obuildings defined in
each scenario and receiving the DC waste heat, must be considered to allow the evaluation oGAGALYST
added value. At the same time, the energy used by intermediate components such as heat pumps, air
blowers or water pumps for the transmission of the reused heatust be considered. As well as energy used
by backup systems or produced from renewéds.

PUEshould be monitored during all test cases since it is the most widely known and adopted energy
efficiency metric. Therefore, it would be interesting to quantify the impact of the actions performed during
tests on such reference parameter.

Data G=ntre Adapt (DCAJL], although not indicated for all test cases, is of relevant interest for the purpose
of CATALY Shecause it evaluates the capability of a DC to change its energy consumption behaviour, so it
means to compute the energy flexibility of a data centre and give an idea of how suitable a data centre is to
provide flexibility services. For thiseason, it should be determined whenever possible

BesidesKPIsit will be necessaryeport additional parameters for all test cases related to electrical energy
flexibilities in order to assess the effectiveness of the action taken and to allow the evaluation of the
economic profitability. Indeed, balancing and reserve services, which are currently traded on energy markets,
must meet specific requirements in order to participate in the market. These parameters are:

A the amount of power which may be offered,;
A the time exension of the flexibility;

Ve

A the response time necessary to make exploitable the flexibility asset.
All KPIs must be evaluated both before and during the tests. Being more precise, the metrics that consider

power values must be computed during the test atiffierent times with a frequency appropriate to the
duration of the test itself, whereas, metrics requiring energy values will be evaluated as final balance of the
operations conducted. The evaluationmethodology mainly consistsin the comparison of the DC
performance between the test mode and a baseline. The DC baseline is strictly necessary both for internal
benchmark and to evaluate how trials can affect
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KPIs for the exante period must provide a realistic representation of the avage performance of the data
centre. Therefore, it is necessary to compute them considering a fairly long period and with reference to data
that comes from a period that is as similar as possible to the period selected for the test. This is necessary
to reduce as much as possible the sensitivity of the result in relation to external variables such as the external
weather conditions. Moreover, the workload conditions of the DC should be strictly similar between the one
characterizing the baseline and the tdsperiod, excluding, of course, scenarios that envisage IT load
migration.

Conceptually, one should carry out the determination of a baseline scenario throughout a year. This is
particularly difficult during test cases or energy audit to evaluate the fahdity of a business case. Under

such conditions, the baseline scenario may be simulated by assessing the value of the energy consumption
for a set of otypical d a y s 6yeaa pedod. tFéateires optiheos¢t enast ben gt
determined far the specific scenario.

2.2.2 Monitoring systems at pilot DCs

In order to calculate the suggestednetrics, it is necessary to verify the readiness level of pilot DCs in terms
of monitoring systems.If the necessary measurement tools are not adlvailable, pilots will define how to
upgrade the measurement architecture

With reference to tests related to electrical energy flexibiljtgut generally for all testsa certain number of
power metersare necessary. The goal is to monitor the load reqeit by the whole DC and by the set of
components involved in each test case.

Although test cases concerning thermal energy flexibility will be, at least for this fist mapping, simulated tests
onlyit is important to define measurement components that are roessary for real experiment conduction
and to provide input data for simulationsThose measurement tools mainly are:

1. thermal energy meters (usually a flow meter with temperatures probes in the supply and return
ducts);
2. temperatures sensors;
3. power meters br equipment used in the delivery of the waste heat (heat pump, air fan, circulating
pump and so on).
Listed meters can be permanent or temporary depending on the DC's need to monitor these variables also

outside the trials period considering the cost measurement instruments.

Probably, measurements tools already in place in a DC are thageesrelated tothe server room and cooling
system monitoring. During trials, and also in this
variables such as:

A air temperature (at aisle, rack or server level);
A hot and cold aisle temperatures;
A delivery andreturn cooling air/water temperatures;

A power consumed by the DC, distinguishing, where necessary, between-geiluced energy (from
renewable, backup generators or batteries) or purchased from the grid.
In the following subsections an overview of measureent variables considered in eaclpilot site is provided.

More details about which measurements are required for each test case can be found in secdlon
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2.2.2.1 Measuremert variables considered at PSM pilot site

Parameter Unit

Power consumption of Refrigerating units kw
Water temperature °C
Outside temperature °C
Bunker temperature °C

Table4 0 Measurement variables considered at PSM pilot site

2.2.2.2 Measurement variables considered at PSNC pilot site

Power kw
Operating time h
Failure time h
Energy kWh
Volume flow rate m3/s
Heat Exchange GJ
AmbientTemperature °C
Ambient Humidity %
Pomp Motor Current A
Temperature difference °C
Cold and Hot Water Temperature °C
RUPS A Energy kwWh
RUPS A Power kwW

Table5 - Parameters related to heat exchange monitoring

2.2.2.3 Measurement variables considered at SBP pilot site

Parameter Unit

Energy Capacity (heating) kWh
Energy Capacity (cooling) kW
Energy kWh
AmbientTemperature °C
Power KWe
Operating time h
Ambient Humidity %
Temperature difference °C

Flow rate m/s
Specific mass Kg/ms3
Specific heat J/kg*K
Volumic mass m3/s
Coefficient of Performance (COP) kWc/kWe
Power factor kWe/kVA
Natural gasconsumption Sms

IT migration period hh:mm:ss

Table6 - Parameters related to heat exchange monitoring and primary energy consumption
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2.2.2.4 Measurement variables considered at QRN pilot site

Parameter Unit

Electricity powerconsumption (per heater) kwh
Electricity power consumption (per node) kWh
Ambient temperature °C
Heatsink temperature °C
Ambient humidity %

IT migration period hh:mm:ss

Table7 - Measurement variables considered at PSM pilot site
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3 Description of CATALYST trial sites

The CATALYST solution is validated in 4 pilot DCs:

A Green Pont Saint Martin DC
A Poznan Supercomputing and Networking Center DC

s

A schuberg Philis DC
A Distributed QRN DC

These DCs have been introduced in D2.1 report in which a high level overview has been provided for each
CATALYST pilot. The aim of this section is to detail information about the trials site, underlining the Software
and Hardware TesEnvironment in which test cases will be executed. Moreover, a further analysis is provided
in terms of DC Capability: details on the DC itself and its main characteristics will guide the Reader to
understand the kind of flexibility that each DC could offer

Focusing on the CATALYST framework, and in particular to the deployment aspects, more information will be
provided in D7.4 report together with the initial resultsf trials. Indeed, it is important to underline, that at

the time of this report writingthe final CATALYST architecture is under definition and will be finalised at M20
(May 2019) with the delivery of the D2.3 report. The cooperation with WP2 aimdparticular, with Task 2.2

will allowunderstandinghow the CATALYST framework can meet thesDt@eds. Indeed, the description of

the trial sites works as input to the CATALYST system design.

The followingsubsectionsare therefore organised per Project Pilot.

3.1 Pilot #1: Green Pont Saint Martin DC

Green Pont Saint Martin DC is one of the 4 Engineering DCs spread throughout Italy and grouped in
geographical HUBsThis DGwas built about 20 years ago, however it is still the most relevant ENG &Me

it has been upgradedover the year,from both technologicaland securitypoint of view.The PSM DC works

as Server Farm with two control rooms called Network Operating Center (NOC) and Software Operation
Center (SOC)In this DC, astomers can host their software application and data exploiting the highes
international standards of security6 different levels of security accessand reliability.Moreover, even if the

DCi s |l ocated in a geographi cal vumarablatonatoral digastess. f | oo d

The trial site of the PSM pilot casists in the overall DC. As arttipated before,it is a colocation DC that offes
hosting andoutsourcingservices to customers. For this reason, it is not suitable for the workload relocation
scenario unless setting up a specific test bed.

Regarding the @ Cooling system, an important refbishment is planned within this year. The project
involves the replacement of the maimrrooling system, consisting of three refrigeration units, one of which is
a total reserve, whiclproduceschilled water at a temperature of 7°C. This water is sent to the precision air
conditioners located in each serveroom. The heat condensation of the refrigeration units is disposed of
using ground water or alternatively by sending condensation water keetevaporation towers.

The newcooling systemis designed tomainly exploit the available groundwater inorder to satisfy all DC
needsconsidering alsoa possiblefuture expansion of the DataCentre The water extracted by the underlying
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acquirer will be sed also for heating the DC offices during the wintérhe DQyeothermalsystemis therefore
improvedas follow:

1. two new deep wellgabout 35 I/s) will be built,

2. installation of double pipe heat exchanger for the transfer of groundwater energy to the neytonic
cooling circuit of the datacentres (bunkery,

3. installation of booster refrigerating unit of 500 kW taefrigerate the water

4. installation of polyvalent refrigerating uniof 700 KW used for cooling and heating the offices. This
equipment will replace the existing refrigeration units and heat generators. In the winter, the
refrigerated water that isgeneratedby the polyvalent refrigerating unit will be used to decrease the
temperature of the cooling water used by the bunken this case the booster refrigerating unit could
be switched df and the energy saving will be improved

5. installation of radiator for both heat extraction and transfer

6. all air conditioning units will ke replaced by a new equipment

A schematic overview of the improved Geothermal systenHigurel.

’(_-r

e
e
3

-
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)

RETE LAN TCP/IP

Figurel - PSM Cooling system improved Geothermal System

Therefurbishment of PSM Cooling system and therefore tlimprovementof Geothermal systenrepresents
for the DC an opportunityfor significantly saving bothenergy andcosts. This can bedone through the help
of CATALY Sffamework that could support the DC Manager to understand hawoptimise the DC operation
for exploiiing the available thermal flexibility at the best possible way.

Regarding the electrical energy flexibility, that the PSM DC could offieis mainly relies to the dynamic usage
of the cooling system. In this case, the trial site will refer to the existing DC cooling system; a graphical
representation is provided inFigure2, detailscan be found inD2.1 report.
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Figure2 - Existing Cooling system of PSM DC

Moreover, the possibility to use the periodic maintenance of diesel generatorsasechanism of electrical
flexibilityis under study Indeed, as anticipated in D2.1 report, in the DC there are three diesel generators (3
X 1750kVA, cog 0,8) that are usedto feed the DC in case of grid failure. In this way, the PSM DC, which
mainly works as colocation DC, can assure to the customers the continuity of hosted service. The main idea
is to exploit the CATALYST framework to optimise the DC operation relatedh& planning of diesel
generators maintenance. In this way, the latter will be done with a twofold scope:provide electrical
flexibility to the DSO, like in case of high grid congestion, atedreduce the DC energy costs.

3.2 Pilot #2 Poznan Supercomputing and Networking Center DC

The trial site of the PSNC pilot consists of 2 parts. The firsta micro data centre laboratorythat will enable
execution of trials with a full control of theénfrastructure and possibility to meaure impact on the whole
system. The second will consists of the data coming from the whole main PSNC data centre and nearby
University campus to study heat rase scenarios. Detailed informatiotis provided in the following sections.

3.2.1 Micro data centre wih renewable energy supply

As depicted inFigure3, in the PSNC micro data centre laboratory, there are 2 racks with ~120 server nodes
(some of them being low power micrservers).Figure4 shows the servers in the monitoring system.
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Figure3 - PSNC Pilot site: a model of the micro data centre server roon

Figure4 - PSNC Pilot site: visualisation of servers in the monitoring
system

The IT equipment of the micro DC consumes approximately 10kW of power in a maximum load and about
3.5kW in idle state. It is a testbed environment the utilization varies frequently, so there are only a few,
regular services running on the servers, thus mbsf the workload (around 90%) constitute tasks that can

be easily shifted. The main systems installed on the servers are VMware, Ubuntu 17, Windows Server and
Centos 7. Racks are connected to the photovoltaic system, which consists of 80 PV panels wittV2@eak
power. Servers are directly connected to inverters so that they can be supplied directly by power grid, RES in
the case of sufficient generation or by batteries (75kWh) if energy production is too ldfabatteries are
discharged below 60%, serverBnmediately switch to power grid to extend battery life. The maximum load
of the PV system by servers, due to electrical constraints, is limited to 7.3 kW. With fully charged batteries
and no solar radiation, the battery could keep the completely loadedrsers for 4 hours.

In addition to the energy consumed by the servers themselves, a large amount is drained by cooling systems.
The cooling system consumes up to 3.2kW with cooling capacity at 10 kW (maximum 11kW). Therefore, it is
more than 30% of additimal power consumption that can be reduced. Temperature change in the server
room from 18 to 20 degrees Celsius takes about 15 minutes, while the cooling down of the room from 20
to 18 takes more than an hour. However, it is possible to save some amouneagrgy, if the air conditioning
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power is reduced during the |l ow | oad and it is inc
DC system characteristics is provided ifable8.

IT Servers 1st rack: 22 nodes

-18x xeon_ES5,

-4x taishan

-4x Tesla K80

consuming ~6.5 kW max and ~2.5 kW on idle
2nd rack: ~110 nodes:

38x ARM,

6x AMD_R464L,

6x Intel i5,

22x Intel i7,

18x AMD_Fusion,

18x Intel_atom,

4x Tesla_K40,

consuming ~3.5 kW max and ~1kW on idle

Cooling System Cooling Capacity: 10 kW (max: 11 kW)
Power consumption: 3.2 kW

EER =3.2

CoP =35

1st rack is half aircooled half liquidcooled,
2nd rack is fully aircooled

Photovoltaic system 80 PV panels with 20 kW peak power and energy storag
of 75 kWh

Fuel cell Fuel: hydrogen
Output power: 1.2 kW

Table8-PSNCO6s micro DC system characteristics

The important challenge for the presented system is to minimize total energy costssideringvariable
characteristics of energy prices, renewable energy generation, efficient air coimliing management and
computing load. A consequence of the variable energy production by the PV system is a different acosl
of energy unit. Thereforeby adjusting power usage of the micro DC in certain periods, it is possible to
emulate adaptation b variability of energy prices.

The micro DC servers are managed by the SLURM queuing system for batch jobs and by OpenStack. Power
capping and energy saving software is deployed that allows dynamic setting of power caps and suspending
idle nodes.

There isa set of sensors in the laboratory that allow an accurate temperature measurement in the range of
0 to 100 degrees Celsius with a resolution of 0.1 with sampling every 5s. Airflow sensofs /s with a
resolution of 0.1. All these sensors allow for thereation of accurate simulations of temperature and flow
distribution in a micro server room. In addition, the laboratory is equipped with Rack Power Management
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system allowing for an accurate analysis of energy consumption. The energy consumption of the ai
conditioning system was also measured, which allows more efficient management of the cooling system.

Possible usage scenarios that the DC is currently testing are the following:

Ve

A high load, low battery charge and low pric& charging batteries with PV emgy to use them at
the time of high prices and low insolation,

high load, low battery charge and high pricé maximize use of PV energy and reduce power
usage of the micro DC (potentially shift low priority load at a low price periods),

A
A low load, high batery charge and low pricé execute postponed or external load,
A high load with high priority and high prices turn off cooling system for a short controlled period.

The aim ofthese testsis to exploit the DC capability to maximize the use of renewable energy sources and
to reduce the energy costs of data centrésigure5 provides a graphical representatin of micro data centre
connected to the photovoltaic system with energy storage

(servers)

Power Grid

Figure5 - PSNC Pilot site: micro data centre connected to the photovoltaic system with energy storage

3.2.2 Heat reuse study

At present, Poznan Supercomputing and Networking Center is equipped with a @ata Centrewith 2MW

power capacity, designed to provide possible extension up to 16MW. The server room is equipped with
300kW heat exchanger that provides heat for the whole RSC6s bui |l ding including
people. The rest of the heat (wast e hdatexchahgerslscatedr an s
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on the roof. I|Its order of magnitude (especitemidly y t a
valuable forneighbourhoodheating.

PSNCds facility is situated just next to the camptl
PUT buildingsmost of their heat demand is covered with contract providing around 1.53MW from distr

heating network.Consideringrelatively short distance between both (PUT and PSNailities and magnitude

of aforementioned heat demands and waste heat, a new idea of connecting the two institutions with
common heat exchange pipeline is consideredoPt e nt i al utilization of futur
partial or full independence from district heating contracts for PUT could form a wiim scenario for both

sides.

In detail, the Data Centrecovers the area of 16 acres, and consumes at averageound 0.9MW of electrical

power (as mentioned before, 2MW is at present maximum with future perspective of expansion up to 16MW).
Thanks to Direct Liquid Cooling approach wutilized
forms at the level ofl . 3. DC6s equi pment average utilization |
system it reaches even 90%. The heat exchanger installed in the DC is capable to re83@kW of heat at
maximum.

Measurement data areavailable at he PSNData Centrepilot site and are detailed in sectior2.2.2.1.
There is also possibility to access data about historical load in time of selected clusters in da¢a centre.

An exemplary segment of measurements of hegenerated by DCcovering time interval of two months is
shown inFigure6

(6] Generated heat - accumulated
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Figure6-Heat received by the exmontApegopdd i n PSNCO6s DC ir

During the coldest seasons the heat exchanger utilization reaches 2B00kW. The dependery of ambient
temperature to recovered heat utFigurei7,zvheteibaihnparanmeter® S N C €
are shown for identical time interval. As exppged, raised heat utilization corresponds to visible ambient
temperature drops.
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Figure7 - DC heat utilized by PSNC facility confronted with ambient air temperature for-4wonth period

Three PUT buildings are located ne®SNC facility, as presented iRigure8 (at a distance less of 400 m):

the Faculties of Architecture and Engineering Management Building (building C), Faculty of Chemical

Technology Building (building B) and Library and Lecture Center Building (building A).

Figure8 - PUT buildings closest to PSNC facility and water loops between buildings @Lt8/pothetical ones, 26 already designed

one).

Building C (nearly zerenergy one) realizes its own heat demand with Ground Source Heat Pump (GSHP),
without any external heat source. Building B receives heat from two sources: GSHP (360 kW) and district
heating network (500 kW is contracted, however bas on past experience, GSHP satisfies around 80% of

actual heat demand). Building A uses only district heating (contracted 1027kW). Annually, buildings B and A

consume around 843GJ and 5430GJ respectively from the network.

Estimation of PSN@PUT heat exchnge gains and costs
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